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ABSTRACT

The data-assimilating California State Estimate (CASE) enables the explicit evaluation of spatiotemporally varying volume and heat budgets in the coastal California Current System (CCS). An analysis of over 10 years of CASE model output (2007–17) diagnoses the physical drivers of the CCS mean state, annual cycles, and the 2014–16 temperature anomalies associated with a marine heat wave and an El Niño event. The largest terms in the mean mixed layer (from −50 to 0 m) volume budgets are upward vertical transport at the coast and offshore-flowing ageostrophic Ekman transport at the surface, the two branches of the coastal upwelling overturning cell. Contributions from onshore geostrophic flow in the Southern California Bight and alongshore geostrophic convergence in the central CCS balance the mean volume budgets. The depth-dependent annual cycle of vertical velocity exhibits the strongest upward velocity between −40- and −30-m depth in April. Interannual volume budgets show that over 50% of the 2013.5–16.5 time period experienced downwelling anomalies, which were balanced predominantly by alongshore transport convergence and, less often, by onshore transport anomalies. Mixed layer temperature anomalies persisted for the entirety of 2014–16, reaching a maximum of +3°C in October 2015. The mixed layer heat budget shows that intermittent high air–sea heat flux anomalies and alongshore and vertical heat advection anomalies all contributed to warming during 2014–16. A subsurface (from −210 to −100 m) heat budget reveals that in September 2015 anomalous poleward heat advection into the Southern California Bight by the California Undercurrent caused deeper warming during the 2015/16 El Niño.

1. Introduction

During 2014–16 two sequential Pacific Ocean climate events dramatically altered the physical state of the California Current System (CCS). Local temperature anomalies associated with a marine heat wave (MHW) and an equatorial El Niño event peaked at the turn of the years 2014/15 and 2015/16, respectively. We use numerical output from the California State Estimate (CASE; Zaba et al. 2018) to calculate coastal volume and heat budgets with the goal of diagnosing which physical mechanisms caused the circulation and heat content anomalies during 2014–16. Budgets of the mean state and annual cycle are calculated first, revealing circulation features that we believe to be previously undescribed. These include new estimates of the ageostrophic wind-driven Ekman transport, the three-dimensional volume balance of the upwelling overturning cell, and the spatial variability of the vertical velocity annual cycle. The interannual mixed layer budgets (from −50 to 0 m) consist of time-varying anomalous heating contributions from surface heat flux, downwelling, and lateral heat advection. Subsurface (from −210 to −100 m) anomalous poleward heat advection occurred in the Southern California Bight in autumn of 2015. The analysis reveals that no single process can account for the 2014–16 anomalies in the CCS; rather, they are the result of multiple mechanisms represented by the volume and heat budgets occurring intermittently at different times and locations throughout the region.

Mean CCS horizontal circulation over the upper 500 m includes the equatorward, near-surface California Current in the offshore region; the poleward, subsurface California Undercurrent (CU) nearshore (Lynn and Simpson 1987; Rudnick et al. 2017a); and Ekman transport in a thin surface layer flowing offshore, normal to the equatorward alongshore winds (Chereskin 1995) (Fig. 1). A previous mass budget calculation in the
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southern CCS by Bograd et al. (2001) showed a close balance between geostrophic convergence and Ekman divergence over the upper 500 m. At shallower depths, vertical upwelling velocities become relevant in the mass balance. Equatorward winds drive local upwelling by two processes: first, horizontal mass divergence at the coast due to offshore Ekman transport and, second, Ekman suction offshore due to a positive wind stress curl (Rykaczewski and Checkley 2008). A wind-driven cross-shore upwelling overturning cell exists in the coastal upwelling zone (Davis 2010; Nelson 1977).

The CCS region is one of net downward air–sea heat flux $Q_o$, estimated by Bograd et al. (2001) to have a mean value of 86 W m$^{-2}$ in the southern CCS. Advective heat export becomes important toward the coast and is primarily due to offshore Ekman transport, though alongshore geostrophic transport, and to a lesser degree, cross-shore geostrophic transport and eddy transport can contribute as well (Edwards and Kelly 2007). Heat storage rates peak in the summer, when $Q_o$ and advective heat export do not balance.

The unusual 2014/15 MHW was a large-scale warming that spanned the eastern North Pacific Ocean basin from the Gulf of Alaska to Baja California (Bond et al. 2015; Di Lorenzo and Mantua 2016; Gentemann et al. 2017; Robinson 2016). The temperature anomalies associated with the MHW varied in phase and amplitude along the North American coastline. In the southern and central CCS, the MHW caused a surface-intensified warm pool, high stratification, and thermocline deepening due to a local increase in surface heat flux and decrease in upwelling winds (Robinson 2016; Zaba and Rudnick 2016). Model results from Chao et al. (2017) attributed the warming over December 2013–March 2014 in the central CCS to anomalous downward air–sea heat fluxes and onshore heat advection. They concluded that ocean entrainment anomalies were not a primary driver of the warming. However, their budget volume extended down to $-100$ m depth, well below the depth of maximum upwelling and therefore unable to capture its most significant variability. A mixed layer energy budget by Myers et al. (2018) found that anomalous sea surface temperature warming off Baja California was due to reduced cloud coverage and a consequent increase in downwelling solar radiation. The MHW had major impacts on the CCS ecosystem, including a deepening of the subsurface chlorophyll-a maximum (Zaba and Rudnick 2016) and a widespread *pseudo-nitzschia* bloom (Cavole et al. 2016; McCabe et al. 2016).

On the tail of the 2014/15 MHW was the 2015/16 El Niño, which was classified as a strong event at the equator. In the CCS, the event caused isopycnals to deepen further (Jacox et al. 2016) and, in some locations, the warm anomaly penetrated deeper resulting in the warmest water observed off southern California in the instrumental record (Zaba et al. 2018). The heat budget analysis from Chao et al. (2017) attributed the warming over December 2015–March 2016 to anomalous alongshore advection from the south. Frischknecht et al. (2017) attributed the onset of regional El Niño anomalies to remote forcing via poleward-propagating coastally trapped waves, which depress the thermocline. Somewhat surprisingly, equatorward upwelling-favorable winds developed in autumn of 2015, possibly damping what could have been much stronger regional El Niño effects (Frischknecht et al. 2017; Jacox et al. 2016).

This paper builds on the Zaba et al. (2018) evaluation of CASE relative to the California Underwater Glider Network (CUGN) climatology data product (Rudnick et al. 2017a,b). For key observed physical features of the CCS mean state, annual cycles, and interannual variability, the comparative analysis showed CASE–CUGN correlation coefficients greater than 0.8. Along California Cooperative Oceanic Fisheries Investigations (CalCOFI)
line 90 in the Southern California Bight, the \(-50\)-m temperature anomaly from the annual cycle peaked at the turn of 2014/15 (MHW) and 2015/16 (El Niño). Along CalCOFI lines 66.7 and 80, the \(-50\)-m temperature anomaly was elevated for the entire 2014–16 period without a notable distinction between the events. Sustained downwelling anomalies persisted throughout the 2014–16 period along all lines, peaking during the 2015/16 El Niño. An isopycnal salinity anomaly also co-occurred with the peak of the 2015/16 El Niño, suggesting anomalous advection from the south. CASE’s ability to reproduce these signals motivates its use in investigating the forcing mechanisms that drove them.

The primary objective of this study is to diagnose the drivers of the CCS mean state, annual cycles, and 2014–16 temperature anomalies. We calculate volume and heat budgets, both surface (from \(-50\) to \(0\) m) and subsurface (from \(-210\) to \(-100\) m), within two fixed coastal boxes to address hypotheses about the relevant forcing mechanisms. For the interannual anomalies, we construct a timeline of the relative contributions of all heating mechanisms: air–sea heat fluxes, horizontal and vertical heat advection, mixing. We find that all mechanisms were important, depending on the time and location being examined. The remainder of this paper is organized as follows: section 2a describes the CASE, and section 2b describes the budget calculation method; sections 3a and 3b detail the results from the volume and heat budget calculations, respectively; and section 4 summarizes and discusses the results.

2. Data and methods

a. Numerical state estimate

CASE is the optimized solution from a regional implementation of the Massachusetts Institute of Technology general circulation model (MITgcm; Marshall et al. 1997)—Estimating the Circulation and Climate of the Ocean (ECCO; Stammer et al. 2002) four-dimensional variational (4DVAR) assimilation system. The model domain extends from 27° to 40°N and from 130° to 114°W, and it is integrated on a \((1/16)° \times (1/16)°\) \((\approx 8\) km) spherical polar grid, with 72 vertical \(z\) levels. It assimilates a variety of regional to global remote and in situ datasets, including satellite sea surface height and temperature, Argo profiles, CUGN glider profiles, and high-resolution expendable bathythermograph (XBT) profiles. The version of CASE used here consists of 41 sequential, nonoverlapping 3-month state estimates covering 1 January 2007–31 March 2017. Constrained by governing physical equations and assimilated observations, CASE is a realistic and dynamically consistent ocean state estimate with closed physical budgets over each 3-month assimilation window. More information about CASE, as well as an assessment of its strengths and its biases, is detailed in Zaba et al. (2018).

Successive state estimates are calculated independently, with the assimilation adjusting first-guess initial and open-ocean boundary conditions from the Hybrid Coordinate Ocean Model (HYCOM) global \((1/12)°\) daily analysis (Chassignet et al. 2007), as well as the time-varying prescribed atmospheric state from which air–sea fluxes are calculated using the Large and Pond (1981) bulk formula. Balanced budgets are maintained over each 3-month assimilation window but discontinuities in heat content may exist between the end of one window and the start of the next. Increments for these discontinuities are needed to compensate for model errors, input errors, or uncontrollable intrinsic oceanic variability. In CASE, the increments are thought to arise primarily from integrated biases in shortwave radiation estimates from the National Centers for Environmental Prediction–National Center for Atmospheric Research reanalysis (Kalnay et al. 1996) used as the atmospheric forcing in CASE. The hypothesis is that the reanalysis does not capture the effect of low-level clouds over the coastal CCS and estimates excessive shortwave radiative fluxes into the ocean. The increment absolute values are largest early in the assimilation, especially before 2010, suggesting this issue is improved in later years. Though we hypothesize the bias arises from excessive radiative heating, each state estimate is only of 3-month duration allowing ambiguity in the optimization between initial conditions and atmospheric forcing errors. With this in mind, we account for the initial condition increments by attributing the adjustments to an atmospheric heat flux bias as explained in section 2b(2).

Following the method of the CUGN climatology (Rudnick et al. 2017a,b) and CUGN–CASE evaluation (Zaba et al. 2018), interannual anomalies are defined relative to mean and annual cycle fields calculated over the base period 2007–13 (inclusive). At each model grid point, a least squares fit of seven temporally varying functions (a constant, and the first three annual harmonics of sine and cosine) produces the mean and an annual cycle evaluated at every day of the year. The difference between the gridded CASE output and the derived annual cycle is the interannual anomaly. This calculation is applied to all relevant state variables and diagnostic variables.

b. Budget calculations

Volume and heat budget terms from CASE are diagnosed in an integrated box budget sense. We use existing CalCOFI geometry (Eber and Hewitt 1979) to define two boxes: NBox and SBox, shown in Fig. 2.
where $\nabla \cdot \mathbf{u}$ is the divergence vector operator and $\mathbf{u}$ is the three-dimensional velocity vector. Applying a volume integral and the divergence theorem to Eq. (1) yields

$$\int_S \mathbf{u} \cdot \hat{n} dS = 0,$$

where $S$ denotes the surface of the volume and $\hat{n}$ is the outward-facing normal unit vector on $S$. For the NBox and SBox volumes (Fig. 2), the boxes are laterally bound by a west wall, a north wall, a south wall, and the coastline on the east, across which there is no exchange of mass or heat. The box corners are the following coordinates $x_{SW}$ (southwest), $x_{SE}$ (southeast), $x_{NW}$ (northwest), and $x_{NE}$ (northeast). The dimension $z$ is defined as positive upward, and the volumes’ vertical bounds are depths $z_1$ and $z_2$, where $z_1$ is negative and $z_1 < z_2$. In this geometry, the volume integral of the mass conservation equation is

$$\int_{x_{SW}}^{x_{SE}} u \, dz \, dl + \int_{x_{SW}}^{x_{NE}} v \, dz \, dl - \int_{x_{SW}}^{x_{SE}} w \, dz \, dl + \int_A (w_{z_1} - w_{z_2}) \, dx \, dy = 0,$$

where $u$, $v$, and $w$ are the across-shore, alongshore, and vertical velocity components, respectively, $l$ is the box perimeter as defined by the aforementioned box corners and displayed in Fig. 2; and $A$ is the surface area bound by the box perimeter. The terms of Eq. (3) are cross-shore transport across the west wall ($U_{west}$), alongshore transport across the south wall ($V_{south}$), alongshore transport across the north wall ($V_{north}$), and vertical transport ($W$), all in units of meters cubed per second, or Sverdrups ($Sv$) when multiplied by $10^{-6}$ m$^3$ s$^{-1}$ (i.e., 1 Sv = $10^6$ m$^3$ s$^{-1}$).

Breaking the convention described in Eq. (2), positive transport values in Eq. (3) are defined as into the boxes, so as to be able to describe upward vertical transports across the bottom wall or lateral and vertical volume convergences as “into the box.” Vertical velocity $w$ at the ocean surface is zero, so for boxes with an upper vertical boundary of $z_2 = 0$ and a lower vertical boundary of $z = z_1$, Eq. (3) becomes

$$\int_{x_{SW}}^{x_{SE}} u \, dz \, dl + \int_{x_{SW}}^{x_{NE}} v \, dz \, dl - \int_{x_{SW}}^{x_{SE}} w \, dz \, dl + \int_A (w_{z_1}) \, dx \, dy = 0.$$
In MITgcm the volume between \( z = 0 \) and the free surface, \( \eta \), is nonzero. However, its contribution is negligible in our vertical integrals over 50 m or more; therefore, we exclude it from Eq. (4) and all subsequent vertically integrated equations.

The horizontal velocity fields are decomposed into geostrophic and ageostrophic components (i.e., \( u = u_g + u_a \) and \( v = v_g + v_a \)). We define the geostrophic velocity components to be

\[
u_g = -\frac{\partial p}{\partial y} \quad \text{and} \quad u_g = \frac{\partial p}{\partial x},
\]

where \( p \) is anomaly from hydrostatic pressure. Defining the ageostrophic velocities to have no pressure signature, we calculate the ageostrophic velocity components \( u_a \) and \( v_a \) as the residual between the model velocity fields and the derived geostrophic velocity (i.e., \( u_a = u - u_g \) and \( v_a = v - v_g \)). Then Eq. (3) can be decomposed into

\[
\begin{align*}
\int_{x_N}^{x_S} & \int_{z_2}^{z_1} (u_g + u_a) \, dz \, dl + \int_{x_N}^{x_S} \int_{z_2}^{z_1} (v_g + v_a) \, dz \, dl \\
= & \left[ U_{g,\text{west}} + U_{a,\text{west}} \right]_{x_N}^{x_S} + \left[ V_{g,\text{south}} + V_{a,\text{south}} \right]_{z_2}^{z_1} \\
- & \left[ V_{g,\text{north}} + V_{a,\text{north}} \right]_{x_N}^{x_S} + \left[ W (w_{z_1} - w_{z_2}) \right]_{x_N}^{x_S} = 0,
\end{align*}
\]

where the terms are geostrophic and ageostrophic cross-shore transport across the west wall (\( U_{g,\text{west}} \) and \( U_{a,\text{west}} \)), geostrophic and ageostrophic alongshore transport across the south wall (\( V_{g,\text{south}} \) and \( V_{a,\text{south}} \)), and geostrophic and ageostrophic alongshore transport across the north wall (\( V_{g,\text{north}} \) and \( V_{a,\text{north}} \)), and the vertical transport remains the same as in Eq. (3).

2) HEAT BUDGET

By design, CASE satisfies the heat conservation equation at every grid point:

\[
\frac{\partial T}{\partial t} + \frac{\partial (u \cdot \mathbf{T})}{\partial x} = -\frac{\partial Q}{\partial z} \quad \text{air–sea heat flux}
\]

\[
- \left( \kappa_H \nabla_H^2 T + \kappa_Z \frac{\partial^2 T}{\partial z^2} + K_{\text{turb}}^\text{surf} \right) \quad \text{heat diffusion}
\]

\[
(7)
\]

where \( T \) is potential temperature, \( \rho_0 \) is a constant density (1027 kg m\(^{-3}\)), \( c_p \) is the specific heat capacity of seawater (3994 J kg\(^{-1}\) °C\(^{-1}\)), \( Q \) is the net air–sea heat flux (where downhill into the ocean is positive), \( \kappa_H \) and \( \kappa_Z \) are the horizontal and vertical diffusivity, \( \nabla_H \) is the horizontal divergence operator, and \( K_{\text{turb}}^\text{surf} \) is the K-profile parameterization (KPP) turbulent vertical diffusion. Equation (7), in units of watts per meter cubed, is adapted and rearranged from Tamsitt et al. (2016), who conducted a heat budget analysis of the Southern Ocean State Estimate (SOSE), another regional, data-assimilating implementation of the MITgcm-ECCO 4DVAR assimilation system. The CASE diagnostic fields allow for the explicit evaluation of all terms at every grid point and time step. As in Tamsitt et al. (2016), the vertical redistribution of incoming solar radiation [contributing to the air–sea heat flux term of Eq. (7)] is based on an assumption of exponential attenuation with depth. In CASE, the water type is Jerlov IA, where 62% of the shortwave radiation attenuates with an e-folding scale of 0.6 m and the remainder (38%) with an e-folding scale of 20 m (Paulson and Simpson 1977).

While CASE satisfies Eq. (7) in each 3-month assimilation window, there are discontinuities in the heat budget at the transition of the windows. The optimized solution of every 3-month window is a forward integration of the model forced with adjusted controls so that Eq. (7) is exact during those 3 months. However, the final state of a 3-month solution is generally warmer than the starting state of the subsequent 3 months, which is initialized from HYCOM global 1/12° daily analysis and then optimized. The difference in potential temperature at the boundary between 3-month intervals is referred to as an increment. A preliminary assessment of the increment spatial structure (not shown) revealed that increments were largest at the surface, near the coast, and during the summer, suggesting that the excess heat input was from air–sea heat flux of the atmospheric forcing. Assimilation increments for temperature have been previously diagnosed and used to calculate uncertainties and adjustments in global state estimates (Carton et al. 2018; Valdivieso et al. 2017). Here, the temperature increment (°C) is calculated at every grid point and transition time, then converted to a rate of change of temperature (°Cs\(^{-1}\)) and distributed uniformly over the 3-month assimilation window. This allows treating it as a uniform adjustment in the budget that can be combined with the temperature tendency term instead of a delta function forcing every 3 months. We convert it to a heat flux and refer to it in the budget as the heat adjustment, denoted \( Q_{\text{adj}} \) with units of watts per meter cubed. We add \( Q_{\text{adj}} \) to the tendency term to calculate an adjusted tendency term:
\[
\frac{\partial T_{\text{adj}}}{\partial t} = \frac{\partial T}{\partial t} + \frac{Q_{\text{adj}}}{\rho_0 c_p}. \quad (8)
\]

For almost all 3-month windows, \(Q_{\text{adj}}\) is negative and thus the adjusted tendency is less than the model tendency. The heat adjustment acts to correct the warm bias. Applying the heat adjustment to Eq. (7) yields

\[
\rho_0 \frac{\partial T_{\text{adj}}}{\partial t} = \frac{\partial Q}{\partial z} - \rho_0 c_p \left[ u \cdot \nabla T - \left( \kappa_H \nabla^2 T + \kappa_z \frac{\partial^2 T}{\partial z^2} + K_{\text{turb}} \right) \right] + Q_{\text{adj}}. \quad (9)
\]

where the adjustment appears on both sides of the equation (implicitly in the adjusted temperature tendency term on the left and explicitly on the right) to maintain budget closure.

\[
\rho_0 c_p \int_V \frac{\partial T_{\text{adj}}}{\partial t} dV = \int_V \left( Q_z - Q_{z_1} \right) dx dy - \rho_0 c_p \int_V \left( u \cdot \nabla T \right) dV + \rho_0 c_p \int_V \left( \kappa_H \nabla^2 T + \kappa_z \frac{\partial^2 T}{\partial z^2} + K_{\text{turb}} \right) dV + \int_V Q_{\text{adj}} dV. \quad (10)
\]

which has units of watts but becomes watts per meter squared when divided by the area. The volume-integrated heat budget terms in Eq. (10) are adjusted temperature tendency (TTEND), air–sea heat flux (TFLUX), heat advection (ADV), heat diffusion (DIF), and heat adjustment (ADJ).

3. Results

a. Volume budgets

1) MEAN

The mean three-dimensional circulation of the upper 50 m is composed of horizontal geostrophic and ageostrophic flow, and coastal upwelling (Fig. 1). The geostrophic velocity field includes a poleward California Undercurrent nearshore and a meandering equatorward California Current offshore (Fig. 1a), circulation features that are also apparent in the −500–0-m-depth average (Zaba et al. 2018). The ageostrophic velocity field is predominantly wind-driven surface Ekman flow (Fig. 1b) moving offshore, perpendicular to the driving equatorward alongshore winds (Chereskin 1995). Upwelling is apparent as a band of positive vertical velocity between the coast and approximately 175–400 km offshore (Fig. 1c). By volume conservation, divergent Ekman transport at the coastline (Fig. 1b) drives strong upwelling, as seen in the band of dark red along the coast (Fig. 1c). The thin band of strong vertical velocity is roughly 30–40 km wide in the CASE mean. Positive wind stress curl drives slower, broader upwelling offshore (Fig. 1c). Figure 1 depicts the classic upwelling overturning cell: water is vertically transported upward at the coast to replace the surface water that has been transported offshore by alongshore winds (Davis 2010; Nelson 1977).

Calculated over the upper 50 m, the time-mean volume budgets of NBox and SBox quantify the transports associated with that upwelling overturning cell (Fig. 2), which include upward vertical transport through the bottom wall and offshore transport across the west wall. The results shown in Fig. 2 are the solutions to Eq. (4), where \(z_1 = −50\) m. The cross-shore transport out of SBox (−0.08 Sv) is less than that of NBox (−0.13 Sv) as a result of greater onshore geostrophic transport opposing the offshore Ekman transport across the west wall of SBox than NBox (Figs. 3c,d). Both boxes span the width of the poleward California Undercurrent, which exhibits flow continuity from south of line 90 to north of line 66.7.
(Fig. 1a and Fig. 2), with mean alongshore divergence in SBox and convergence in NBox.

Time-mean velocities are depth varying, as shown in Figs. 3a and 3b. At each depth level, the horizontal velocities \( u \) and \( v \) are perimeter averaged over the box wall through which they flow perpendicular (i.e., \( u \) is perimeter averaged over the west wall, and \( v \) is perimeter averaged over the south and north walls). Vertical velocity \( w \) is area averaged at each depth level. For both boxes, the offshore Ekman velocity profile across the west wall is strongest at the surface and decays to zero by roughly 45-m depth. The maximum Ekman velocity at the surface is about 3 cm s\(^{-1}\). Of smaller magnitude by a factor of 1/6–1/3, an opposing onshore geostrophic velocity flows into the boxes, although it is about 2 times as strong and extends 2 times as deep in SBox (Fig. 3b) as in NBox (Fig. 3a). There is an alongshore geostrophic velocity divergence in SBox (Fig. 3b), meaning the poleward velocity is greater across Line 80 than Line 90, and weak alongshore geostrophic convergence in NBox (Fig. 3a), meaning the poleward velocity is greater across Line 80 than Line 66.7. Alongshore ageostrophic convergence is relatively
insignificant. In both boxes, the vertical velocity profile is positive (upwelling) near the surface and negative (downwelling) at depth (Figs. 3a,b). However, that zero-crossing is about 100 m deeper in SBox (≈ 225 m) than in NBox (≈ 125 m), suggesting that the upwelling overturning cell may be deeper in the SCB. Maximum vertical velocities of 0.43–0.49 m day$^{-1}$ peak at roughly 25-m depth.

Volume budgets are calculated discretely within each model cell, the thickness of which telescopes from 20 m at −500-m depth to 10 m at the surface, and the vertical profiles of the budget terms, defined as in Eq. (6), are shown in Figs. 3c and 3d. The terms are largest in the upper 30 m, where the dominant balance is between vertical transport convergence and offshore Ekman transport divergence. Below −30-m depth, the vertical transport in each depth cell is divergent because the upward velocity is greater across the top boundary of the grid cell than the bottom boundary (Figs. 3a,b). The vertical divergence below −30 m is balanced by alongshore geostrophic transport convergence in NBox (Fig. 3c) and onshore geostrophic transport in SBox (Fig. 3d).

2) ANNUAL CYCLE

The seasonal cycle of coastal circulation is characterized by semiannual strengthening of the alongshore CU in summer and winter (Gomez-Valdivia et al. 2017; Rudnick et al. 2017a; Zaba et al. 2018), and an annual maximum in wind-driven upwelling and offshore Ekman transport from spring to early summer. At the times of CU strengthening, there is a convergence of alongshore velocity in NBox (Fig. 4b) and an alongshore divergence in SBox (Fig. 4e). The depth of maximum convergence/divergence is subsurface (from −55 to −20 m) collocated with the CU core depth. In both boxes, the wind-driven Ekman velocity flows offshore in a thin layer 20–30 m thick year round (Figs. 4a,d), though it is strongest in late spring and summer. An onshore flow of weaker magnitude exists below the Ekman flow and exhibits a weak semiannual cycle, strengthening in April/May and November when the magnitude of alongshore divergence is weakest (Figs. 4b,e). Throughout the entire year, there is a subsurface vertical velocity divergence, with upward velocity near the surface and downward velocity below (Figs. 4c,f). However, the strength of the vertical velocities and the depth of the zero-crossing exhibit substantial seasonal variability. During the spring, almost the entire vertical velocity profile is positive (upward). The maximum of the springtime vertical velocity profile is roughly at −50 m, which also happens to be the mean depth of the top of the thermocline. Throughout the remainder of the year, a larger fraction of the upper
500 m of the water column is downwelling. Figures 4c and 4f indicate that the depth of the overturning cell and source waters for upwelling vary over the course of the year. They also vary spatially, for example the depth of positive vertical velocity extends about 100 m deeper in SBox than in NBox. Previous overturning cell depth estimates range from $2300$ to $250$ m (Talley et al. 2011), all of which may be correct depending on the time of year and location being examined.

Area-integrated transports into the upper 50 m of NBox and SBox are shown in Fig. 5. Vertical transport into the box is always positive with a maximum in April during peak upwelling season (Figs. 5a,b). Cross-shore transport is offshore across the west wall. The alongshore convergence/divergence has a semiannual cycle that compensates the convergence/divergence of the cross-shore upwelling cell. A decomposition of the horizontal volume transport confirms that the cross-shore ageostrophic component is out of the box (offshore) (Figs. 5d,f). This is the wind-driven surface Ekman transport. In contrast, the cross-shore geostrophic component over the same depth range is onshore from April to mid-January in NBox (Fig. 5c) and all months of the year in SBox (Fig. 5e). The alongshore flow convergence is predominately geostrophic (Figs. 5c–f).

3) 2014–16 ANOMALIES

An analysis of the interannual volume budget relative to the annual cycle (Fig. 5) indicates that all components of the 3D circulation were anomalous, though at different times. Over the years 2013.5–16.5, there was a downwelling anomaly across $-50$-m depth for 597 of the 1096 days ($54\%$) within NBox (Fig. 6a) and 625 of the 1096 days ($57\%$) within SBox (Fig. 6b). These downwelling anomalies are primarily due to reduced upward transport, except for two time periods in NBox (15 November 2013–6 January 2014 and 9 August 2014–9 January 2015) when downward transport across $-50$-m depth occurred (Fig. 6a). Both reduce the vertical transport of cold, saline water toward the ocean surface. Over 2013.5–16.5, the downwelling transport anomaly is balanced most often by alongshore convergence.
anomalies and sometimes by onshore transport anomalies (Figs. 6c,d). The timeline of 3D circulation anomalies in the upper 50 m is complex and a detailed explanation of every instantaneous volume balance shown in Figs. 6c and 6d is neither feasible nor necessary. Instead, we explain the volume budget anomalies during each box’s longest sustained downwelling anomaly period. During October 2013–June 2014, the downwelling anomaly in NBox (Fig. 6a) is balanced initially by alongshore transport convergence (October–January), then by a combination of alongshore transport convergence and onshore transport anomaly (January–May), and finally just by an onshore transport anomaly (May–June) (Fig. 6c). Onshore transport anomalies could be due to a weakening of the cross-shore upwelling overturning cell and/or the onshore displacement of the offshore California Current during 2014 that was observed by Zaba and Rudnick (2016). For the duration of February–October 2014, the downwelling anomaly in SBox (Fig. 6b) is balanced by alongshore transport convergence, which also balances the concurrent offshore anomaly of cross-shore transport (Fig. 6d). Another interesting, and somewhat unexpected, signal is the strong upwelling anomaly into SBox over June 2015–February 2016 (Fig. 6d). Strong upwelling-favorable winds occurred during that time period (Frischknecht et al. 2017; Jacox et al. 2016).

b. Heat budgets

1) MEAN

The dominant terms of the time-mean mixed layer (from −50 to 0 m) heat budget are air–sea heat flux and heat advection, followed closely by the heat adjustment term (Fig. 7). In both boxes, air–sea heat flux is positive (i.e., downward into the ocean), largest at the surface and decaying exponentially with depth to values <1 W m⁻² by −75-m depth (Figs. 7a,b). Heat advection is negative (i.e., cooling) in the upper 80–85 m and slightly positive (i.e., warming) below that depth (~1 W m⁻²) (Figs. 7a,b). Diffusion has a cooling effect from −10 to 0 m in NBox and from −20 to 0 m in SBox and a warming effect of smaller magnitude below (Figs. 7a,b). Vertical diffusion and mixing act on a positive vertical temperature gradient, thereby cooling the surface layer and warming the layer underneath. The heat adjustment term ranges from −10 to −7 W m⁻² at the surface (Figs. 7a,b), of similar magnitude to near-surface heat diffusion and heat advection. It has a similar shape and vertical decay rate as the air–sea heat flux term but opposite sign, supporting the notion that the excess heat in CASE is due to excess heating by the atmosphere at the air–sea interface.
Integrated from −50 to 0 m (Figs. 7c,d), mean air–sea heat flux warms the volumes at a rate of 68 (NBox) and 52 (SBox) W m$^{-2}$, mean heat advection cools them at a rate of −40 (NBox) and −23 (SBox) W m$^{-2}$, and mean heat diffusion cools at a much lower rate of −3 (NBox) and −5 (SBox) W m$^{-2}$. The heat adjustment term is about −24 W m$^{-2}$ in both boxes (Figs. 7c,d). The nonzero adjusted tendency term is slightly positive (1–1.5 W m$^{-2}$) either indicating the remnants of a warm bias after the adjustment or a small secular warming trend over 2007–13 (Figs. 7c,d). These heat budgets calculated over NBox and SBox close to within 0.02%.

2) ANNUAL CYCLE

Heat content of the upper 50 m of NBox and SBox increases from May to mid-October and decreases over the remainder of the year (Figs. 8a,b). Potential temperature tendency is generally in phase with air–sea heat flux, both terms peak in June. Heat advection is nearly 180° out of phase with potential temperature tendency and air–sea heat flux, acting to cool the water from March to September (SBox) or October (NBox) and doing so most effectively in April–May during peak upwelling season. During late autumn and winter, heat advection into the boxes is positive (i.e., warming). Vertically integrated from −50 to 0 m, heat diffusion is negative throughout the year (Figs. 8c,e), acting to cool the upper 50 m, although its contribution to the volume-integrated heat budget is an order of magnitude smaller than that of the other terms (Figs. 8c,e). However, the depth-dependent diffusion is a significant term within shallower depth cells (Figs. 8d,f). Calculated over 10-m
depth cells centered on −5, −15, and −25 m, the rate of change of heat due to diffusion has an apparent annual cycle with an amplitude of several tens of watts per meter squared. The annual cycle of heat diffusion is depth-dependent: there is a 180° phase shift between the depth cells centered on −5 and −15 m, and the amplitude decreases with depth. In the summer, heat diffusion is minimum within the depth cell centered on −5 m and maximum within the depth cell centered on −15 m, peaking in July (Figs. 8d,f). Summer is also the time of maximum downward air–sea heat flux (Figs. 8a,c). Therefore, vertical diffusion mixes the heat downward, cooling the shallowest layer and warming the layer below it. The opposite is true during the winter months when air–sea heat flux is negative (Figs. 8a,b): heat diffusion is maximum within the depth cell centered on −5 m and minimum within the depth cell centered on −15 m. The diffusion term acts to redistribute heat between adjacent depth cells; however, its effects are strongly surface intensified and its net contribution to the integrated mixed layer heat budget is insignificant.

3) 2014–16 ANOMALIES

In the 10-yr CASE model solution, the warmest CCS mixed layer temperatures occur during 2014–16 (Zaba et al. 2018). Prior to the calculation of heat budgets over fixed coastal volumes, we examine the air–sea heat flux anomalies over the larger model domain. Net downward air–sea heat flux $Q_0$, spatially averaged over the oceanic (i.e., land free) model domain of Fig. 1, is shown in Fig. 9. Daily $Q_0$ values fluctuate vastly around the annual cycle (Fig. 9a); however, over 2013.5–16.5 there are three 1-month periods of sustained (30+ day) $Q_0$ anomalies: January 2014 (positive), May 2015 (negative), and February 2016 (positive). The anomaly extremes during those time periods are +185 and −141 W m$^{-2}$. Both the magnitude and the duration of these anomalies are relevant to the mixed layer heat budget. Smoothing $Q_0$ with a 3-month running average (Fig. 9b) reveals the $Q_0$ anomaly patterns at seasonal scales. Over the 3-yr period shown, the months in late autumn, winter, and early spring tend to have positive $Q_0$ anomalies, whereas the summer months have negative $Q_0$ anomalies.
anomalies. At the spatial scale of the model domain, air–sea heat flux anomalies at daily (Fig. 9a) and monthly (Fig. 9b) time scales are variable over the 2014–16 period. Also, $Q_0$ played a role in the initial forcing of the 2014–16 mixed layer heat anomaly but it did not maintain the anomaly during its entirety.

Anomalously warm temperatures are apparent during the entirety of 2014–16.5 (Figs. 10a,b), with volume-averaged $-50$–0-m adjusted potential temperature $T_{adj}$ peaking in October 2014 and 2015. In October 2014, $T_{adj}$ reaches 16.9°C in NBox and 18°C in SBox, both $\approx 2°C$ above their respective annual cycles. The following year, October 2015 anomalies exceed the annual cycle by $\approx 3°C$ with $T_{adj}$ values reaching 17.5°C (NBox) and 19°C in (SBox). Over 2013.5–16.5, temperature tendency is above average for several time periods of 1.5–6.2-month duration (Figs. 10c,d), including the 2–4 months preceding the aforementioned $T_{adj}$ October maxima. The temperature tendency shown in Figs. 10c and 10d is filtered with a 3-month running mean to extract anomalies at seasonal scales; the unfiltered daily temperature tendency (not shown) is much more variable, with positive anomalies lasting only 3 weeks or less. Here we construct a timeline of the dominant heat budget term [Eq. (10)] anomalies that contribute to the anomalous rates of change of heat. In NBox, excess temperature tendency is driven by positive anomalies in air–sea heat flux during September–October 2013, February–May 2014, December 2014–January 2015, and August–September 2015, heat advection during August–November 2014, and equal contributions from both mechanisms during November 2013–January 2014 (Fig. 10e). The anomalous heat advection components in NBox are: alongshore (November 2013–January 2014 and August–November 2014) and vertical (August–November 2014) (Fig. 10g). In SBox, the driving anomalies are air–sea heat flux during November 2014–January 2015, heat advection during July–October 2013 and July–September 2014, and both during November–December 2013, October–November 2014, and July–September 2015 (Fig. 10f). The anomalous heat advection components in SBox are alongshore (July 2013–January 2014 and July–September 2015) and vertical (July–September 2014) (Fig. 10h). There is a notable positive cross-shore heat advection anomaly in SBox from late 2014 to mid-2015; however, it is balanced by a negative alongshore heat advection anomaly. The $T_{adj}$ time series extreme in October 2015 is driven by air–sea heat flux in NBox and by air–sea heat flux and alongshore heat advection in SBox. These results emphasize that the heating mechanisms contributing to the warming vary over 2013.5–16.5 and between regions.

The $-50$–0-m volume-integrated heat diffusion anomalies are on the order of 1 W m$^{-2}$ (Figs. 11a,b), an order of magnitude smaller than the temperature tendency, air–sea heat flux, and heat advection anomalies (Figs. 10e–h). The largest interannual heat diffusion excursions occur in November 2015–January 2016, when the negative anomalies reach $\approx -3.5$ (NBox: Fig. 11a) and $\approx -8$ (SBox; Fig. 11b) W m$^{-2}$. Winter 2015/16 saw strong equatorward winds (Frischknecht et al. 2017; Jacox et al. 2016), which acted to mix the upper ocean, warming the surface layer (from $-10$ to 0 m) but cooling the layers below (Fig. 11d). The net effect is cooling over the mixed layer.

Interannual warm anomalies were not limited to the upper 50 m of the water column. Glider observations and CASE both capture a positive subsurface 26.0 kg m$^{-3}$ isopycnal salinity anomaly at CalCOFI line 90 (Zaba et al. 2018), which has a mean depth of roughly $-100$ m near the coast. By compensation, the positive salinity anomaly is accompanied by a positive potential temperature anomaly, which peaks at the same time as the equatorial El Niño at the turn of the year 2015/16 (Fig. 12b). The strongest 26.0 kg m$^{-3}$ isopycnal warming occurs along the coast and south of Point Conception, in the SCB and off the coast of northern Baja California. The spatial structure of the 26.0 kg m$^{-3}$ isopycnal temperature anomaly in Fig. 12b suggests the tropical influence of heat advection by the narrow, nearshore CU. Anomalous poleward heat advection was also observed during the strong 1997/98 El Niño event (Lynn and Bograd 2002).
No coherent 26.0 kg m\(^{-3}\) isopycnal temperature anomaly is present during the MHW of the previous winter (Fig. 12a).

The absolute maximum of \((-210–100)-m\) volume-integrated \(T_{\text{adj}}\) in SBox is \(-10.7^\circ\text{C}\) \((+1.3^\circ\text{C} \text{ anomaly})\) on 10 December 2015 (Fig. 13a). Preceding the \(T_{\text{adj}}\) maximum, a pronounced rise in \(T_{\text{adj}}\) begins around 1 September 2015 (Fig. 13a) along with a positive heat advection anomaly (Fig. 13b). The date 1 September is roughly when the heat advection annual cycle maximum occurs; however, in 2015, heat advection continued to increase into the autumn rather than decrease (Fig. 13b).

A decomposition of heat advection into directional components (Fig. 13c) reveals that horizontal (not vertical) heat advection anomalies were positive in autumn 2015; lateral advection is the forcing mechanisms of the subsurface warming.

A further decomposition of lateral heat advection (Fig. 14) reveals both CU poleward volume transport and CU temperature to be driving the anomalous subsurface heat content. In September 2015, anomalous
heat transport comes into SBox across its south wall (Fig. 14a). Northward volume transport across the SBox south wall is also anomalously positive at that time (Fig. 14b), specifically over 27 August–21 September 2015. On 12 September 2015, the largest volume transport (~2.1 Sv) and anomaly (~+1.4 Sv) of the 2013.5–16.5 period occur. The volume transport anomaly could be caused by CU strengthening or broadening or both. In addition, temperature values perimeter averaged over the south wall and vertically averaged from −210 to −100 m were anomalously positive by over 1°C during September–December 2015 (Fig. 14c), meaning the CU transported anomalously warm water from the south. A quick rise in south wall temperature occurs at the same time as the volume transport anomaly across south wall, suggesting that a sharp temperature gradient moved into the SCB. There are no equivalently pronounced positive heat transport anomalies across the SBox west nor north walls (Fig. 14a).
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**Fig. 11.** Time series over 2013.5–16.5 of (a),(b) depth-integrated and (c),(d) depth-dependent heat diffusion (DIF) area averaged over (left) NBox and (right) SBox. DIF is defined as in Eq. (10) and is calculated over the upper 50 m \((z_1 = −50 \text{ m and } z_2 = 0 \text{ m})\) in (a) and (b) and over the height of each depth cell \((z_2 − z_1, \text{ where } z_1 \text{ and } z_2 \text{ are the cells’ bottom and top boundaries})\) in (c) and (d). In (a) and (b), the thick solid black line is the repeated annual cycle, the thin black line is the interannual cycle filtered with a 3-month running mean, and the opaque color fill denotes positive (red) and negative (blue) interannual anomalies of 30+–day duration. Anomalies from the annual cycle are shown in (c) and (d).
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**Fig. 12.** Potential temperature anomaly on the 26.0 kg m\(^{-3}\) isopycnal surface temporally averaged over (a) December 2014–January 2015 and (b) December 2015–January 2016. Filled color contours represent CASE model output, and color-filled dots represent CUGN mapped measurements (subsampled at 15 km), both with the same color bar. The thin black line is the western boundary of NBox and SBox.
4. Conclusions

Coastal volume and heat budgets are calculated from CASE to diagnose the forcing mechanisms of regional 3D circulation and heat content. The mean volume budgets capture the coastal upwelling overturning cell: its vertical upwelling limb, its shallow cross-shore limb of ageostrophic Ekman transport, and some compensating onshore geostrophic transport (more so in SBox than NBox). At all depths, the mean alongshore geostrophic flow of the CU is convergent in NBox and divergent in SBox. The volume budget exhibits a strong annual cycle, with the strongest upward vertical transport occurring in the spring. The depth-dependent annual cycle of velocity is characterized by upwelling near the surface and downwelling at depth, except during the spring when there is upwelling through the upper 400–500 m of the water column. The dominant terms of the mean mixed layer heat budgets are downward air–sea heat flux and advective cooling. Their combined contributions drive the total temperature tendency term, which is positive from May to October and negative otherwise. The highest heat storage rate in NBox and SBox occurs in June. Our physical budgets of the mean and annual cycle confirm the classic theories about coastal upwelling circulation, but also provide some new details about the spatial structure and variability of the upwelling overturning cell. Furthermore, they provide a high-resolution baseline against which we can assess interannual budget anomalies.
Interrannual budget calculations indicate that multiple forcing mechanisms were relevant during 2014–16, depending on the time and location being examined. The results from our calculations indicate that the upper-ocean heating anomalies from −50 to 0 m in NBox and SBox were driven by intermittent air–sea heat flux and heat advection anomalies. The 2014 air–sea heat flux anomalies have been previously documented (Zaba and Rudnick 2016). They were due to reduced cloud cover (Myers et al. 2018) and a consequent increase in downward solar radiation. Downwelling anomalies persisted throughout most of 2014 and during the upwelling months of 2015. Below average upwelling, and even downwelling during December 2013 and autumn 2014 in NBox, was likely the result of weak coastal winds (Fewings and Brown 2019; Robinson 2016; Zaba and Rudnick 2016). Anomalous alongshore heat advection warmed both volumes from −50 to 0 m in autumn to winter of 2013, as well as NBox in autumn 2014 and SBox in autumn 2015. Anomalous vertical heat advection drove excess potential temperature tendency from summer to autumn 2014. In late 2015, a strong subsurface positive heat advection anomaly was pronounced along the coast, due to an increase in the poleward volume transport and average temperature of the CU. A key takeaway message from our analysis is that there was substantial variability within the huge spatial imprint of the 2014/15 MHW and 2015/16 El Niño warming signals; different forcing mechanisms were relevant at different times and locations throughout the domain.

Our results and previous 2014–16 CCS anomaly attribution studies (Chao et al. 2017; Frischknecht et al. 2017; Myers et al. 2018) are sensitive to model configurations and the geometry of the ocean volume being analyzed. As discussed in Zaba et al. (2018), the 3-month assimilation window used here is shorter than that of a former long-term (2007–10) version of CASE (Mazloff et al. 2014; Todd et al. 2011, 2012; Verdy et al. 2014) to increase model controllability of eddy variability. This 3-month window is longer than that of other CCS modeling studies (Chao et al. 2018; Kurapov et al. 2017; Neveu et al. 2016) to capture the continuous evolution of ocean dynamics over monthly time scales. A shorter assimilation window (on the order of days) would likely result in solutions closer to the data constraints with smaller but more frequent increments. A longer assimilation window (on the order of years) would have less frequent increments but would smooth out short spatiotemporal variability. Similar to the impact of model and assimilation configuration, our budget calculations are sensitive to the definition of a box geometry, including its location, size and depth range. Our choice of box perimeters (NBox and SBox) was intended to encompass key coastal CCS dynamics, including the CU Undercurrent. In previous studies, we identified and characterized the CCS anomalies of 2014–16 (Rudnick et al. 2017a; Zaba and Rudnick 2016; Zaba et al. 2018). The results of these studies motivated the choice of depth ranges (from −50 to 0 m and from −210 to −100 m) as vertical bounds to the shallow and deep warming penetration of the 2014/15 MHW and 2015/16 El Niño, respectively. For any budget calculation, the choices of boundaries in four dimensions matters, and all we can do is be explicit about our choices.

This work presents an analysis over 2014–16 of near-surface circulation and temperature anomalies, as well as the surface heat flux and heat advection anomalies that drove periods of warming. Surface heat flux anomalies have been linked to changes in low cloud cover and downward shortwave radiation (Myers et al. 2018), and vertical downwelling anomalies have been linked to local wind forcing (Fewings and Brown 2019; Zaba and Rudnick 2016) and coastally trapped waves (Frischknecht et al. 2017). Horizontal heat advection anomalies are more difficult to explain, particularly the alongshore component, because they can be influenced by a combination of atmospheric and oceanic conditions both local and remote. Local alongshore heat advection in the coastal margin depends largely on the properties of the California Undercurrent, which are influenced by the variability of: its upstream tropical source water (Pacific Equatorial Water) (Bograd et al. 2019), coastal forcing mechanisms between the tropics and the midlatitude CCS, and local to large-scale alongshore pressure gradients. Future work aimed at understanding the underlying causes of alongshore heat advection anomalies during 2014–16 could include the calculation of CASE’s momentum budget or the analysis of basin-scale models or datasets.
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