Impacts of Ice-Shelf Melting on Water-Mass Transformation in the Southern Ocean from E3SM Simulations
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ABSTRACT

The Southern Ocean overturning circulation is driven by winds, heat fluxes, and freshwater sources. Among these sources of freshwater, Antarctic sea ice formation and melting play the dominant role. Even though ice-shelf melt is relatively small in magnitude, it is located close to regions of convection, where it may influence dense water formation. Here, we explore the impacts of ice-shelf melting on Southern Ocean water-mass transformation (WMT) using simulations from the Energy Exascale Earth System Model (E3SM) both with and without the explicit representation of melt fluxes from beneath Antarctic ice shelves. We find that ice-shelf melting enhances transformation of Upper Circumpolar Deep Water, converting it to lower density values. While the overall differences in Southern Ocean WMT between the two simulations are moderate, freshwater fluxes produced by ice-shelf melting have a further, indirect impact on the Southern Ocean overturning circulation through their interaction with sea ice formation and melting, which also cause considerable upwelling. We further find that surface freshening and cooling by ice-shelf melting cause increased Antarctic sea ice production and stronger density stratification near the Antarctic coast. In addition, ice-shelf melting causes decreasing air temperature, which may be directly related to sea ice expansion. The increased stratification reduces vertical heat transport from the deeper ocean. Although the addition of ice-shelf melting processes leads to no significant changes in Southern Ocean WMT, the simulations and analysis conducted here point to a relationship between increased Antarctic ice-shelf melting and the increased role of sea ice in Southern Ocean overturning.

1. Introduction

The Southern Ocean plays a large role in Earth’s climate system (Morrison et al. 2011; Marshall and Speer 2012; Séférian et al. 2012; Heuzé et al. 2013; Merino et al. 2018) as a significant sink for atmospheric heat...
(Roemmich et al. 2015) and anthropogenic carbon dioxide (Sallée et al. 2012), hence reducing global warming (Merino et al. 2018). The Southern Ocean also produces the densest water mass in the global ocean, Antarctic Bottom Water (AABW), which plays an active role in driving the global meridional overturning circulation (MOC). In turn, the freezing and melting of Antarctic sea ice are a major control on this overturning circulation. Using a water-mass transformation (WMT) analysis (Walin 1982), Abernathey et al. (2016) revealed that differential brine rejection and sea ice melting are strong controls on the strength of the MOC by governing the upwelling and transformation of Circumpolar Deep Water (CDW), with precipitation playing a more minor part.

Despite a recently sharply decreasing trend from 2014 to 2019 (Parkinson 2019), most observational studies report increasing Antarctic sea ice extent during the past 40 years. Most CMIP5 models, however, simulate a steadily decreasing Antarctic sea ice extent over the past few decades (Flato et al. 2013), failing to capture the observed expansion. Significant effort has gone into understanding the cause for this discrepancy, primarily through the investigation of changes in atmospheric climate modes and their relation to tropical forcing (Thompson et al. 2011; Turner et al. 2009; Stammerjohn et al. 2008; Li et al. 2014; Kwok et al. 2016), ozone depletion (Bitz and Polvani 2012; Sigmond and Fyfe 2010), and ocean and sea ice feedbacks (Zhang 2007). Increased Antarctic ice-shelf melting could also be contributing to Antarctic sea ice extent expansion through the freshening of Southern Ocean surface waters (Jacobs et al. 2002; Jacobs and Giulivi 2010; Bintanja et al. 2013; Merino et al. 2018). However, ice sheet freshwater fluxes are typically not treated realistically in CMIP climate models; freshwater enters the ocean at the ice sheet edge, is distributed near the sea surface, and temporal variability enters only through changes in precipitation. These simplifications may partially explain the failure of existing climate models to reproduce the observed Antarctic sea ice trends (Turner et al. 2013; Zhang et al. 2019).

Ice-shelf melt fluxes, though relatively small in magnitude compared to freshwater fluxes from sea ice freezing and melting or precipitation, may have a disproportionate influence on dense water formation because they occur at depth, forming a buoyant plume that contributes to ocean overturning. In addition to its direct impacts, ice-shelf melting contributes to freshwater fluxes indirectly through its impacts on stratification and circulation, which feeds back on sea ice formation and melting (Hellmer 2004; Donat-Magnin et al. 2017; Jourdain et al. 2017; Mathiot et al. 2017). While not previously applied to simulations that include thermodynamic interactions with ice shelves, the WMT framework (Walin 1982; Abernathey et al. 2016) is an ideal tool for obtaining a more qualitative and quantitative understanding of how Antarctic ice-shelf melt fluxes impact Southern Ocean properties and circulation.

In this study, we investigate the impacts of Antarctic ice-shelf melting on Southern Ocean WMT and its indirect impacts on sea ice formation and melting. Our approach is that of a sensitivity study, where a perturbed simulation includes an additional source of freshwater derived from explicitly calculating ice-shelf melt fluxes that is not present in the control. Although the amount of freshwater added to the perturbed simulation is about an order of magnitude larger than observed trends \(-1400 \text{ Gt yr}^{-1}\approx 0.046 \text{ Sv}\), in our simulation vs \(-155 \text{ Gt yr}^{-1}\approx 0.0049 \text{ Sv}\) \((1 \text{ Sv} = 10^6 \text{ m}^3 \text{ s}^{-1})\) from observations; Bamber et al. (2018), this approach may suggest mechanisms by which increased ice-shelf melting, observed in Antarctica during the last few decades (e.g., Shepherd et al. 2004; Khazendar et al. 2016; Pritchard et al. 2012; Holland et al. 2019), could impact the broader climate. In section 2, we briefly describe the E3SM climate model, the reference datasets used for model validation, and the WMT analysis used herein. Section 3 analyzes the fidelity of E3SM’s Southern Ocean climate compared to available reanalysis datasets. Section 4 uses the WMT framework to examine interactions between ice-shelf melting and Southern Ocean sea ice processes, and section 5 provides a detailed analysis of the WMT caused by Antarctic ice-shelf melting. In section 6, we present our summary and conclusions from this study.

2. Data and method

a. E3SM

For this study we use the Energy Exascale Earth System Model (E3SM), version 1, a new global, coupled Earth system model developed by the U.S. Department of Energy (Golaz et al. 2019; Petersen et al. 2019; Rasch et al. 2019). E3SM v1 (https://github.com/E3SM-Project/E3SM/) features fully coupled ocean, sea ice, river, atmosphere, and land components as well as a unique capability for multiresolution modeling using unstructured grids in all of its components. The ocean and sea ice components of E3SM v1 are MPAS-Ocean and MPAS-Seaice respectively, which are built on the Model for Prediction Across Scale (MPAS) modeling framework (Ringler et al. 2013; Petersen et al. 2019) and share the same unstructured horizontal mesh. The ocean model vertical grid is a structured, \(z\)-star coordinate (Petersen et al. 2015; Reckinger et al. 2015) and uses 60
layers ranging in thickness from 10 m at the surface to 250 m in the deep ocean. The ocean and sea ice mesh used here contain ~230,000 horizontal ocean cells with resolution varying from 30 to 60 km; enhanced resolution in the equatorial and polar regions is used to better resolve processes of interest. Within the area of interest in this study (south of 60°S) the ocean and sea ice horizontal resolution varies from 35 to 50 km. Petersen et al. (2019) provide a more detailed description of the E3SM v1 ocean and sea ice components. The atmosphere component of E3SM v1 is the E3SM Atmospheric Model (EAM), which uses a spectral element dynamical core at ~100-km horizontal resolution on a cubed-sphere geometry. EAM’s vertical grid is a hybrid, sigma-pressure coordinate and uses 72 layers with a top of atmosphere at approximately 60 km. Golaz et al. (2019), Xie et al. (2018), and Qian et al. (2018) provide a detailed description of the E3SM v1 atmosphere component. Since there is currently no coupled land ice component, E3SM v1 routes precipitation (snow or rain) that falls on Antarctica back to the rest of the climate system as either solid ice or liquid runoff, respectively. Snow in excess of 1 m water equivalent (“snowcapping”) and rain are immediately routed to the nearest coastal ocean grid cell and deposited at the surface with a small amount of horizontal smoothing. This functions as a crude approximation to unresolved ice sheet processes (including surface processes, iceberg calving, and basal melting) in order to keep the ice sheet in instantaneous equilibrium with climate forcing, and conserves mass globally to avoid having to account for a potentially large water sink in the model.

A new capability for Earth system models, now available in E3SM, is the extension of the ocean domain to include ocean circulation in cavities under Antarctic ice shelves. In these cavities, MPAS-Ocean solves the full prognostic equations, which include velocity, temperature, and salinity. Based on these fields, diagnostic melt fluxes at the base of the ice shelves are computed using coupled boundary conditions for heat and salt conservation, and a linearized equation of state for the freezing point of seawater (Holland and Jenkins 1999). The thermal and haline driving terms are computed using “far field” potential temperature and salinity averaged over the top 10 m of the water column. The freshwater and heat fluxes from ice-shelf melting are deposited into the ocean at depth using an exponentially decaying distribution over the water column with a characteristic distance from the interface of 10 m. In the simulations presented here, melt fluxes are computed directly in the ocean component once during each ocean time step, rather than in the coupler. No overflow parameterizations, common in many ESMs of similar resolution (Briegleb et al. 2010), are used to redistribute water masses between ice-shelf cavities and the continental shelf and the deep ocean. Given that E3SM does not yet have the ice sheet—ocean coupling needed to model the response of the ice sheet to basal melting, we use a static geometry for the ice-shelf cavities and grounding line. Thus, we are able to model the impact of ice-shelf melt fluxes on ocean circulation and stratification, but not the feedback from ocean circulation and ice-shelf basal melting on ice-sheet stability. Here, we assume that the term “ice-shelf melting” includes both melting and freezing (i.e., negative melting) at the base of the ice shelf, but we label it “melting” because that term is dominant.

To better understand and quantify the impact of these additional heat and freshwater fluxes in an Earth system model, we have run a pair of fully coupled, preindustrial (Eyring et al. 2016) simulations with E3SM: one with ice-shelf melt fluxes (hereinafter “ISM”)1 and one without (hereinafter “Ctrl”).2 Previously published E3SM simulations (Golaz et al. 2019; Petersen et al. 2019) do not include ice-shelf cavities, but the horizontal and vertical grids are otherwise identical to these. Both ISM and Ctrl include the three-dimensional ocean domain below the ice shelves, but in Ctrl the ice-shelf base is simply a depressed surface where no heat and freshwater exchange occur. This experimental setup can be thought of as a sophisticated freshwater hosing experiment, where the amount, timing, and location of the additional freshwater input to the system are model-state dependent. While both simulations have runoff from Antarctic precipitation, the ISM simulation has an additional source term of freshwater through ice-shelf basal melting (=0.045 Sv) that is not in the Ctrl simulation (see Table 1 and Fig. 1). This difference in the

---

1 Full name in E3SM archive: 20180612.B_case.T62_oEC60to30v3wLI.modified_runoff_mapping.no_melt_fluxes.edison.
2 Full name in E3SM archive: 20180612.B_case.T62_oEC60to30v3wLI.modified_runoff_mapping.edison.
freshwater budget has the effect of an additional heat sink in the ISM simulation, since the freshwater from ice-shelf melting is deposited in the ocean at the pressure- and salinity-dependent freezing point. The simulations use “cold start” initial conditions; the ocean is initialized with a month-long spinup (without ice-shelf melting) from rest for initial adjustment, and sea ice is initialized with a 1-m-thick disk of ice extending to 65° in both hemispheres. Each simulation was run for 75 years, with model data from the last 30 years used for analysis.

### b. Atmosphere, ocean, and sea ice state estimates

Before investigating the impacts of ice-shelf melting on WMT, we assess E3SM’s simulated ocean temperature, salinity, and sea ice properties over the Southern Ocean. To do this, we compare E3SM results to several datasets including direct observations, model-based state estimates, and interpolated climatologies of the ocean and sea ice in this region. The Southern Ocean State Estimate (SOSE; Mazloff et al. 2010) is a state-of-the-art

<table>
<thead>
<tr>
<th></th>
<th>Ctrl</th>
<th>ISM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runoff</td>
<td>0.087 (0.042) Sv</td>
<td>0.080 (0.041) Sv</td>
</tr>
<tr>
<td>Ice-shelf melting</td>
<td>0 Sv</td>
<td>0.045 (0.003) Sv</td>
</tr>
<tr>
<td>Total</td>
<td>0.087 (0.042) Sv</td>
<td>0.125 (0.041) Sv</td>
</tr>
</tbody>
</table>

### Fig. 1.

(top left) Melt rates (m yr \(^{-1}\)) from Antarctic ice-shelves from the ISM simulation, averaged over 10 years near the end of the simulation. (top middle) Satellite-derived melt rates (Rignot et al. 2013). (top right) The difference between the previous two panels. Each panel uses the coastline and grounding line as seen by E3SM to give the reader a sense of the resolution of the model. (bottom) A time series of the total Antarctic melt flux with present-day estimates and those inferred if the Antarctic Ice Sheet were in steady state (rather than losing mass) from Rignot et al. (2013). The steady-state value may be the more appropriate comparison for preindustrial conditions.
data-assimilation product that incorporates millions of ocean and sea ice observations while maintaining dynamically consistent ocean state variables. Given the sparsity of observations in many regions around Antarctica, SOSE offers a comprehensive, physically based estimate of ocean properties that would otherwise be entirely uncharacterized. We also use the U.K. Met Office’s observational datasets (EN4; Good et al. 2013), the World Ocean Atlas 2018 (WOA18; Locarnini et al. 2018), and the World Ocean Circulation Experiment (WOCE)/Argo Global Hydrographic Climatology (WAGHC; Gouretski 2018), each of which provides a global data product of the subsurface ocean temperature and salinity. For comparison of atmospheric winds over the Southern Ocean, we use zonal wind stress from NCEP–NCAR Reanalysis I (Kalnay et al. 1996). For the sea ice evaluation, we use several satellite-derived observational datasets: sea ice concentration from the SSM/I NASA Team (Cavalieri et al. 1996) and SSM/I Bootstrap (Comiso 2017) and sea ice thickness from the Ice, Cloud, and Land Elevation Satellite (ICESat; Kurtz and Markus 2012).

We note that these ocean and sea ice datasets represent present-day conditions, whereas the E3SM simulations are representative of model conditions for the the preindustrial climate. While there will be uncertainty when comparing preindustrial simulation output with present-day observations, we find that the differences between preindustrial and present-day control simulations are much less than the differences between different model configurations under the same preindustrial forcing. Therefore, as in other studies (e.g., Menary et al. 2018), we feel justified in using present-day observations as a metric by which to judge our preindustrial simulation output. Detailed information about each of these datasets, which have been time-averaged as indicated, is provided in Table 2.

c. Surface-flux driven WMT

WMT analysis, first introduced by Walin (1982), quantifies the relationship between the thermodynamic transformation of water-mass properties within an ocean basin and the net transport of those same properties into or out of the basin. This relationship has been used to infer Southern Ocean overturning circulation based on observations of air–sea fluxes and to characterize the thermodynamic processes that sustain the Southern Ocean overturning in models (Abernathey et al. 2016). Here, we apply a WMT analysis framework [following Abernathey et al. (2016)] to aid in our investigation of Southern Ocean interactions between the atmosphere, ocean, sea ice, and ice shelves, and to help identify biases in the E3SM’s representation of these processes.

Southern Ocean water masses are assumed to be primarily transformed by surface heat and freshwater fluxes (Abernathey et al. 2016). As sea ice grows, brine rejection (the result of a surface flux of freshwater out of the ocean) and vertical mixing have a tightly coupled relationship and contribute along with other surface fluxes to transformations (Abernathey et al. 2016). In addition, geothermal heating or internal tide and lee wave-driven mixing can also contribute to WMT in Southern Ocean, affecting formation or consumption of AABW (de Lavergne et al. 2016). Furthermore, Groeskamp et al. (2016) showed that cabbeling and thermobaricity also play a significant role in the WMT budget, with cabbeling having a particularly important role in the formation of Antarctic Intermediate Water (AAIW) and AABW. Mixing-induced interior diabatic fluxes, however, are not explicitly diagnosed in our simulations. Consequently, we only consider the transformation rate induced by surface fluxes.

The transformation across density surfaces is diagnosed from surface heat and freshwater buoyancy fluxes:

\[
\Omega(\sigma_k, t) = -\frac{1}{\sigma_{k+1} - \sigma_k} \int_A \left( \frac{\alpha Q_{\text{net}}}{\rho_0 C_p} \right) dA + \frac{1}{\sigma_{k+1} - \sigma_k} \int_A \left( \frac{\beta S F_{\text{net}}}{\rho_0} \right) dA, 
\]  

(1)
where variables in Eq. (1) are defined in Table 3. In this study, the total WMT into the ocean consists of the transformation rate due to net surface heat flux [the first term of right-hand side in Eq. (1)] and the transformation rate due to net surface freshwater flux (the second term of right-hand side in Eq. (1)). The WMT is calculated numerically by discretizing potential density, $\sigma_k$, into 400 unevenly spaced bins. The bin spacing, $\sigma_{k+1} - \sigma_k$, varies from 0.025 kg m$^{-3}$ at low densities to 0.0025 kg m$^{-3}$ at high densities. This density spacing was chosen by Abernathey et al. (2016), who showed that it provides good resolution for high-density, polar water masses. In this study, we analyze the WMT rate south of 60°S.

All sources of net surface heat and freshwater fluxes are communicated to the ocean component through the coupler from the respective model components (e.g., precipitation from the atmosphere component). The exception to this are the ice-shelf melt fluxes, which, in the absence of a dynamic land-ice component, are calculated directly in the ocean component. Each term is stored separately in ocean history files. Here, “surface” implies processes at the atmosphere/ocean interface, but also at the sea ice/ocean and ice shelf/ocean interfaces. That is, the surface considered here is always the ocean surface regardless of what other model component that surface is in contact with.

To diagnose the role of different surface freshwater fluxes, we decompose surface net freshwater flux, $F_{\text{net}}$, into several sources:

$$F_{\text{net}} = F_{A \rightarrow O} + F_{I \rightarrow O} + F_{S \rightarrow O},$$

where $F_{A \rightarrow O}$ is the freshwater flux from the atmosphere into the ocean, $F_{I \rightarrow O}$ is that from sea ice into the ocean, and $F_{S \rightarrow O}$ is that from ice shelves into the ocean. In turn, $F_{I \rightarrow O}$ is decomposed into two parts: the freshwater flux from sea ice formation ($F_{\text{formation}}$) and that from sea ice melting ($F_{\text{melting}}$):

$$F_{\text{formation}} = F_{I \rightarrow O}, \quad \text{where } F_{I \rightarrow O} < 0, \quad \text{and} \quad (3)$$

$$F_{\text{melting}} = F_{I \rightarrow O}, \quad \text{where } F_{I \rightarrow O} > 0. \quad \text{(4)}$$

The water-mass formation (WMF) rate is the difference of the transformation rate with respect to density surfaces,

$$M(\sigma) = -\overline{\Omega(\sigma_{k+1}) - \Omega(\sigma_k)}, \quad \text{(5)}$$

where the overbar represents an average in time.

The transformation and formation rate are computed with respect to surface-referenced potential density but are plotted against the neutral density $\gamma_n$, using a regression relationship between potential density and neutral density (Jackett and McDougall 1997; Klocker et al. 2009). This is possible because surface-referenced potential density and neutral density have a robust linear relationship in the upper ocean (Abernathey et al. 2016). Table 4 shows how the WMT and formation rates should be physically interpreted with respect to their sign.

Since we focus on the region south of 60°S, we classify Southern Ocean water masses into Surface Water ($\gamma_n < 27.5$ kg m$^{-3}$), Upper Circumpolar Deep Water (UCDW; $27.5 < \gamma_n < 28.0$ kg m$^{-3}$), Lower Circumpolar Deep Water (LCDW; $28.0 < \gamma_n < 28.2$ kg m$^{-3}$), and Antarctic Bottom Water (AABW; $\gamma_n > 28.2$ kg m$^{-3}$).

### 3. Southern Ocean climate in E3SM

Before looking in more detail at the impacts of ice-shelf melting on WMT in E3SM, we investigate the fidelity of ocean temperature and salinity in simulation results from E3SM. In this section, we use the Ctrl simulation to investigate the simulated Southern Ocean climate. Here, we make comparisons to the Ctrl simulation rather than the ISM simulation for three main reasons. First, the Ctrl configuration is closer to the “standard” E3SM configuration that has been used to run the CMIP6 DECK experiments (Golaz et al. 2019). Second, while the ISM configuration might be considered to represent freshwater fluxes in a more physically realistic way, the state of its climate has received less attention.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>WMT rate</td>
<td>Sv</td>
</tr>
<tr>
<td>$M$</td>
<td>WMF rate</td>
<td>Sv</td>
</tr>
<tr>
<td>$\sigma_k$</td>
<td>Surface-referenced potential density</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>s</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Thermal expansion</td>
<td>kg m$^{-3}$ K$^{-1}$</td>
</tr>
<tr>
<td>$Q_{\text{net}}$</td>
<td>Downward surface heat flux</td>
<td>W m$^{-2}$</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Specific heat of seawater (3994)</td>
<td>J kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Haline coefficient of contraction</td>
<td>kg m$^{-3}$ psu$^{-1}$</td>
</tr>
<tr>
<td>$F_{\text{net}}$</td>
<td>Downward surface freshwater flux</td>
<td>kg m$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$S$</td>
<td>Sea surface salinity</td>
<td>psu</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>Constant reference density of seawater (1035)</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$A$</td>
<td>Horizontal ocean surface area of interest</td>
<td>m$^2$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transformation rates</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denser</td>
<td>Lose buoyancy</td>
<td>Lighter</td>
</tr>
<tr>
<td>Lose salinity</td>
<td>Gain buoyancy</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Formation rates</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water convergence</td>
<td>Downwelling motion</td>
<td>Upwelling motion</td>
</tr>
</tbody>
</table>

### Table 3. Definition of parameters in Eqs. (1) and (5).

### Table 4. Interpretation of WMT and formation rate.
assessment and scrutiny to date. Finally, Ctrl is also the configuration more similar to other ESMs used for CMIP experiments.

Temperature $T$ and salinity $S$ are the most important characteristics of seawater, in that they control ocean density and govern the vertical movement of ocean water. Figures 2a–d show E3SM’s annual mean climatology for temperature and salinity at the sea surface and at 500 m depth over the Southern Ocean (south of 50°S). The Southern Ocean is the coldest part of the global ocean, and is also relatively fresh, with an area-averaged sea surface temperature (SST) of 1.50°C and sea surface salinity (SSS) of 33.6 psu in E3SM (Figs. 2a,b). At 500-m depth the temperature and salinity are relatively warm and salty when compared with the sea surface, with an area-averaged temperature of 2.43°C and salinity of 34.5 psu (Figs. 2c,d). These relatively high temperatures can lead to ice-shelf melting. In Fig. 2e we compare E3SM’s temperature and salinity with the four ocean products described in section 2, in terms of area-weighted root-mean-square error (RMSE) at the sea surface and 500-m depth. The scatter diagram shows that the RMSE of temperature and salinity at the sea surface is larger than that at a depth of 500 m, indicating ~0.9°C and ~0.35-psu errors at the sea surface, and ~0.8°C and ~0.13-psu errors at a depth of 500 m.

To investigate the characteristics of the potential temperature and salinity in the ocean interior, Fig. 3 shows the full-depth, volumetric $T$–$S$ diagram of the Southern Ocean for E3SM and the four ocean data products. The volumetric $T$–$S$ diagram, first introduced by Montgomery (1958), presents a census for how much of a water mass has a given set of $T$–$S$ properties (Thomson and Emery 2014). The Southern Ocean near Antarctica has the densest, coldest water in the global ocean. This dense water is referred to as AABW and is located at the bottom of the $T$–$S$ diagram ($\gamma_n > 28.2$ kg m$^{-3}$ in Fig. 3). In general, E3SM has AABW at a similar density to the four ocean data products, which may be attributable to the initial conditions given the relatively short model spinup. There are some discrepancies, however, in the CDW and lighter water-mass ranges ($\gamma_n < 28.2$ kg m$^{-3}$). In the CDW range E3SM has relatively warmer temperatures and lower salinities in comparison with the four ocean products.

It is also important to characterize how well E3SM represents that total water transported by ocean currents. In Fig. 4 we show the horizontal and overturning volume transport in the Southern Ocean for E3SM and SOSE. Positive values of the streamfunction in Figs. 4a and 4d show anticyclonic subtropical gyres, while negative values represent cyclonic subpolar gyres. There is strong eastward transport by the Antarctic Circumpolar

![Fig. 2. Spatial distribution of annual mean sea surface (a) temperature and (b) salinity and 500-m-depth (c) temperature and (d) salinity from E3SM (30-yr average from the Ctrl simulation), along with a (e) scatter diagram of RMSE for sea surface and 500-m-depth temperature and salinity between E3SM and four ocean products from SOSE, EN4, WOA18, and WAGHC.](http://journals.ametsoc.org/jcli/article-pdf/33/13/5787/4955899/jclid190683.pdf)
Current (ACC) between the subtropical and subpolar gyres, as shown by the rapidly increasing contours from approximately 0 to 170 Sv in Fig. 4d. The results from SOSE suggest that the Weddell Gyre transport is almost double that of the Ross Sea Gyre. In general, E3SM simulates the horizontal volume transport well, as indicated by a reasonably high pattern correlation coefficient of 0.98 between the horizontal circulation patterns from SOSE and E3SM (cf. Figs. 4a and 4d). The canonical value of net transport through Drake Passage, the narrowest choke point of the ACC, is 134 ± 11.2 Sv from observational estimate (Whitworth and Peterson 1985; Cunningham et al. 2003); however, recently Donohue et al. (2016) suggested the transport of 173.3 ± 10.7 Sv from updated observed data. E3SM simulates transport through the Drake Passage of 127 ± 11 Sv, which is a value that falls within the canonical observed range but is significantly lower than the more recent estimate.

The MOC, calculated in depth space, does not reflect cross-isopycnal flow (Speer et al. 2000). However, it does clearly show the dominant Southern Ocean Ekman transport in E3SM and SOSE, which is due primarily to the strong atmospheric westerly winds around 50°S (Figs. 4b,e). Closer to Antarctica, Ekman divergence drives upwelling of deep waters (Fig. 4e). E3SM simulates the Southern Ocean overturning circulation reasonably well but displays Ekman transport that is stronger (~41 Sv) compared to SOSE (~33 Sv) and shifted equatorward (Fig. 4b), both of which are likely due to stronger westerly winds in E3SM around 50°S (Fig. 4c). Biases in westerly winds are common phenomena in CMIP5 simulations. Bracegirdle et al. (2013) found that every CMIP5 model shows an equatorward bias ranging from 0.4° to 7.7° in latitude. Also, there is a large spread in climatological zonal wind strength in the models compared to reanalysis data.
Since buoyancy fluxes from sea ice formation and melting are the next most dominant terms, after westerly winds, in causing CDW to upwell (Abernathey et al. 2016) it is important to validate the properties of sea ice in E3SM. Figure 5 compares E3SM’s June–August (JJA) and December–February (DJF) mean sea ice concentration, October–November (ON) and February–March (FM) mean sea ice thickness, and JJA and DJF mean freshwater flux from sea ice into the Southern Ocean with satellite-based observations and SOSE. While E3SM simulates the summer sea ice concentrations well (Figs. 5g,j), close to Antarctica, Southern Hemisphere winter sea ice concentrations are higher than observations during the JJA season (Figs. 5a,d). First, it is important to keep in mind that these simulations are based on preindustrial conditions, and this may mean that sea ice concentration should not be expected to match present-day observations. Second, this kind of bias is common in CMIP5 models, which, while simulating the seasonal cycle of sea ice concentration well, show large variability from model to model in sea ice extent (Flato et al. 2013). There are a number of ways in which sea ice is influenced by and interacts with the atmosphere and ocean, and some of these feedbacks are still poorly quantified (Flato et al. 2013). E3SM has relatively thicker sea ice when compared with ICESat during ON and FM (Fig. 5, center column). This is a point that should be revisited in the future, when improved sea ice thickness observations from ICESat-2 become available in the Southern Ocean. E3SM and SOSE are similar with respect to patterns of JJA and DJF mean freshwater flux from sea ice to ocean (Fig. 5, right column), but E3SM shows increased sea ice formation (corresponding to a negative freshwater flux) near Antarctica during JJA and increased sea ice melting (corresponding to a positive freshwater flux) offshore during the DJF season compared to SOSE.

The above discussion argues that E3SM does a reasonable job of capturing the salient features of Southern Ocean water masses, horizontal and overturning circulation, and sea ice formation and melting. We now move on to a comparative analysis of the Ctrl and ISM simulations.
Fig. 5. (a),(d) JJA mean sea ice concentration, (b),(e) October–November mean sea ice thickness, and (c),(f) JJA mean freshwater flux from sea ice into ocean from (top) E3SM (30-yr mean from the Ctrl simulation) and (top middle) SSM/I NASATeam, ICESat, and SOSE (6-yr mean). Also shown are (g),(j) DJF mean sea ice concentration, (h),(k) February–March mean sea ice thickness, and (i),(l) DJF mean freshwater flux from sea ice into ocean from (bottom middle) E3SM (30-yr mean from the Ctrl simulation) and (bottom) SSM/I NASATeam, ICESat, and SOSE (6-yr mean). The panels only display sea ice with concentration greater than 0.15 (15%) and thickness greater than 10 cm.
4. General impacts of ice-shelf melting on hydrography, atmosphere, and sea ice over the Southern Ocean

a. Impacts on the Southern Ocean

To investigate changes in hydrography over the Southern Ocean due to ice-shelf melting we show zonally averaged differences between the Ctrl and ISM simulations for ocean temperature, salinity, and potential density, for the specific basins of interest (the Amery Ice Shelf sector and the Ross, Amundsen, and Weddell Seas; Fig. 6). The first thing to note is that, in both the Ctrl and ISM simulations, isopycnals are weakly domed as they approach the continental shelf, especially in the Amery, Ross Sea, and Weddell Sea sectors (Figs. 6b,e,k), indicating the presence of a weak Antarctic Slope Front. Furthermore, the ISM simulation has relatively fresher surface waters near Antarctica, as
well as fresher subsurface waters inside the ice-shelf cavities (Fig. 6, left column). These salinity differences directly influence the potential density distribution; the ISM simulation shows lower densities relative to the Ctrl simulation at the surface as we approach Antarctica and in the subsurface over the shelf (Fig. 6, middle column). This behavior in the Amery Ice Shelf sector and Amundsen Sea allows for the transport of relatively warm, deep water toward Antarctic ice-shelf cavities rather than ventilation of this water at the ocean surface farther offshore (dashed line in Fig. 6b, which continues to the ice shelves rather than impinging on the surface).

The onshore transport of warm, deep water results in more ice-shelf melting in the Amery and Amundsen Sea sectors in E3SM (Fig. 1a). For the Ross and Weddell Seas, the ISM simulation isopycnals impinge more on the topography at depth, thus producing a relatively stronger Antarctic Slope Front and inhibiting transport of CDW to the continental shelves (relative to the Ctrl simulation). In general, surface freshening in the ISM simulation causes a more stratified vertical ocean structure, especially near the Antarctic continental shelf (Fig. 7). This prevents convective activity between the surface and the ocean depths, resulting in relatively

\[ N^2 = \frac{-g}{\rho_0} \frac{dp}{dz} \]

Fig. 7. Vertical density stratification \[ N^2 = \frac{-g}{\rho_0} \frac{dp}{dz} \] in the (a) Amery Ice Shelf sector (60°–90°E), (c) Ross Sea (165°E–165°W), (e) Amundsen Sea (90°–120°W), and (g) Weddell Sea (60°–30°W) from the ISM simulations, and (b), (d), (f), (h) the respective differences between the ISM and Ctrl simulations (ISM − Ctrl). The crosshatched area represents nonsignificant differences at the 95% confidence level from a Student’s t test.
colder temperatures near the surface but warmer temperatures at depth.

b. Impacts on the atmosphere

Since both the ISM and Ctrl simulations are fully coupled, the atmosphere over the Southern Ocean can be affected by ice-shelf melting and/or increased sea ice volume. In Fig. 8, we show 30 years of annual mean 2-m air temperature, sea level pressure (SLP), and precipitation from the ISM simulation as well as differences in these quantities between the ISM and Ctrl simulations. In the Antarctic interior, the air temperature is often below \(-30^\circ C\), leading to a temperature gradient between the Antarctic plateau and the coastal ocean that, together with the slope of the ice sheet, lead to katabatic winds that blow from the Antarctic interior to the Southern Ocean. Precipitation over the Southern Ocean is relatively small in magnitude, with an annual average of 2–3 mm day\(^{-1}\). The difference in precipitation between the Ctrl and ISM simulations is small (Fig. 8f). This is consistent with the observed small changed in WMT due to precipitation between the ISM and Ctrl simulations, which will be shown in section 5. Figure 8d shows significant coastal cooling only in the western Ross Sea and close to the Filchner Ice Shelf, with offshore cooling in the Dronning Maud Land sector. In both the Amundsen/Bellingshausen sector and over broad regions of East Antarctica, there is no significant differences in 2-m air temperature either at coast or on the plateau, meaning that the strength of katabatic winds is largely unaffected. According to geostrophic balance, the climatological winds are westerlies on the equator side of the low pressure belt (50°S) and easterlies on the polar side, especially along the Antarctic coast (Fig. 8b). From the SLP differences between ISM and Ctrl (Fig. 8e), the anomalies in pressure gradient over East Antarctica show enhanced easterlies in the ISM simulation. However, along the coasts of West...
Antarctica, the gradients in SLP are reduced, leading to weakened coastal easterlies. Similarly, in regions of westerly winds over the western Southern Ocean, especially over the Amundsen and Bellingshausen Seas and near the Weddell Sea, the westerlies are reduced. Even with the weakened easterlies and westerlies, the Southern Ocean is colder than the Ctrl simulation, leading to more sea ice production. The pattern of decreased 2-m air temperature is similar to the pattern of increased sea ice concentration (Fig. 8d vs Fig. 9a), suggesting that increased sea ice area may cause 2-m air temperature to decrease, or vice versa.

c. Impacts on sea ice

To investigate the impacts on sea ice over the Southern Ocean, we examine the differences in mean annual sea ice concentration, thickness, and sea ice to ocean freshwater flux between the Ctrl and ISM simulations (Fig. 9). Sea ice concentration in the ISM simulation has increased by an area average of 5% and the sea ice thickness has increased by about 15 cm over the Southern Ocean (Figs. 9a,b) relative to the Ctrl simulation. Merino et al. (2018) and Jourdain et al. (2017) found thinner sea ice in the Amundsen Sea with more ice-shelf melting, in contrast to our simulations with E3SM (see Fig. 9a). This is likely because of the relatively low resolution of E3SM and biases in subsurface temperature in the Amundsen Sea in the E3SM simulations. Further, we find that more freezing occurs in the ISM than the Ctrl simulation (Fig. 9c) and that spatial patterns of these differences are similar to those for sea ice concentration and thickness (Figs. 9a,b). The ISM simulation shows a similar sea ice expansion as discussed by Bintanja et al. (2013), who argued that the overall increase in observed sea ice concentration is dominated by increased ice-shelf melting. Increasing sea ice thickness in the ISM is also consistent with previous results by Hellmer (2004) and Kusahara and Hasumi (2014), who performed numerical experiments with and without ice-shelf interaction and investigated the impacts on the sea ice distribution. As suggested by Bintanja et al. (2013), ice-shelf melting freshens the surface, which reduces convective activity between the fresh surface and the warmer subsurface layers. This cools the upper ocean, which, along with fresher surface waters, encourages more sea ice formation (here, at an average rate of $0.05 \text{ m yr}^{-1}$; Fig. 9c). Bintanja et al. (2013) did not mention the air temperature changes from their experiments, instead only arguing that there is no relationship between sea ice expansion and atmospheric variability such as the southern annular mode (SAM) or stratospheric ozone. We find, however, that air temperature has also been changed in the ISM simulation compared to the Ctrl simulation, which might be directly related to increased sea ice extent and volume.

5. Surface-flux driven WMT and WMF from ice-shelf melting

a. WMT

We show the annual mean WMT rate from the Ctrl and ISM simulations in Fig. 10. In broad terms, there are no significant differences in WMT rates due to the total surface fluxes, which are a summation of surface heat and freshwater fluxes (black lines in Fig. 10a). We do, however, find important differences in the individual
components; if we further separate the WMT rate into that caused by distinct sources of freshwater flux (Fig. 10b), we see compensating differences in transformation rate between the Ctrl and ISM simulations for each source. First, freshwater flux from ice-shelf melting induces a more negative transformation rate (increased buoyancy gain) by as much as $-1.74 \text{ Sv}$ (peaking at a neutral density of 27.4 kg m$^{-3}$) compared to the Ctrl simulation. Second, ice-shelf melting also has a significant, indirect effect on sea ice. The transformation rate due to sea ice formation and melting increases by as much as 1.79 Sv, at the same high density levels affected by ice-shelf melting, but decreases by $-0.84 \text{ Sv}$ at lower densities (with the largest decrease at 26.4 kg m$^{-3}$). Third, we find no notable changes in the transformation rate by freshwater fluxes from the atmosphere and land (evaporation, precipitation, and runoff, called the $E-P-R$ term) between the two simulations. Meanwhile, there is no AABW formation in either the Ctrl or ISM simulations and transformation rates of LCDW in the two simulations are minimal. Formation of AABW is notably difficult to represent in low resolution of general circulation models (Aguiar et al. 2017). In addition, most CMIP5 models have temperature and salinity biases over the entire water column in Southern Ocean, which is a factor influencing the density of seawater (Sallée et al. 2013). Both Ctrl and ISM simulations have such temperature and salinity biases in the Southern Ocean as shown in Fig. 2.

In Fig. 11, we plot the climatological annual cycle of WMT rate caused by freshwater fluxes from sea ice formation and melting and from ice-shelf melting. Consistent with Fig. 10, ice-shelf melting always produces a negative transformation rate (Fig. 11b), regardless of the season, at a neutral density of approximately 27.4 kg m$^{-3}$. In contrast, the transformation caused by sea ice formation and melting has large seasonal variability (Fig. 11a), with a positive transformation rate (buoyancy loss) during the winter and a negative transformation rate (buoyancy gain) during the summer. These differences in transformation rate between the two simulations (Fig. 11c) show that the ISM simulation has an overall stronger seasonal sea ice cycle. During winter, the ISM simulation has a more positive transformation rate due to sea ice formation, peaking at a neutral density of 27.4 kg m$^{-3}$ where ice-shelf melting is also influential. During summer, the ISM simulation has a more negative transformation rate due to sea ice melting at lower density levels, which compensates for the more positive transformation rate in winter.
b. WMF

We investigate how ice-shelf melting and sea ice formation and melting impact water-mass formation and destruction by decomposing the WMF rate into contributions from different surface flux processes (Fig. 12). The WMF rate is the difference of the WMT rate with respect to density and represents volume convergence (for positive values, corresponding to downwelling) or divergence (for negative values, corresponding to upwelling) within a particular density range (Abernathey et al. 2016). The freshwater flux from ice-shelf melting can thus indirectly impact the WMF rate through sea ice formation and melting (Fig. 12a). For both the Ctrl and ISM simulation, the combined effects of sea ice formation and melting destroy a considerable amount of water mass (corresponding to a negative formation rate) in the density range from 26.4 to 27.4 kg m\(^{-3}\) (Surface Water). Yet there is additional water-mass destruction in this same density range by as much as 2.57 Sv for the ISM simulation (Table 5). The freshwater flux from ice-shelf melting directly induces transformation (corresponding to a negative formation rate) at relatively high-density levels (UCDW and LCDW) and this upwelled water is directly converted to lower densities (Fig. 12b). The total amount of upwelling due to ice-shelf melting is approximately 1.77 Sv (Table 5). Figures 12c–f show the WMF rate for the Southern Ocean divided into the Amery Ice Shelf, Ross Sea, Amundsen Sea, and Weddell Sea sectors. It is evident that the Amery Ice Shelf sector dominates the WMF rate, and that upwelled water here is converted to relatively low densities. This is probably due to relatively warm water coming up onto the continental shelf in the Amery Ice Shelf sector in the ISM simulation (Fig. 6g), and thus melt rates are probably too high compared to Rignot et al. (2013) (e.g., note large melt biases in Dronning Maud Land region and for the Amery Ice Shelf in Fig. 1). The Indian Ocean sector (the Dronning Maud Land region of Antarctica) has a particularly narrow continental shelf, and the model resolution is likely insufficient to separate warmer water in the deeper Weddell Sea from colder water trapped on the continental shelf.

6. Summary and conclusions

By comparing otherwise identical Earth system model simulations with and without ice-shelf melt fluxes we have used E3SM to characterize and quantify the impacts of ice-shelf melting and freezing processes on WMT and WMF. We find no significant differences in
net Southern Ocean WMT due to the differences in total surface fluxes between the two simulations. Yet, when we separate the WMT rate into its constituent processes, we find important differences in both WMT and WMF rate between the simulations. Meltwater from ice shelves makes Surface Water and UCDW water masses in the Southern Ocean lighter (corresponding to a buoyancy gain) at relatively high density values. Meanwhile, the freshwater flux from sea ice formation makes these water masses denser (corresponding to a buoyancy loss) at these same high density values. Effectively, ice-shelf meltwater is partially counteracting the densification of seawater from brine rejection at these densities, with even more of a cancellation likely under future climate scenarios in which ice-shelf melting is likely to increase. Ice-shelf melting produces transformation of UCDW water masses at relatively high density values where ice-shelf melting is dominant and this upwelled water is directly converted to lower density values. Freshwater fluxes produced by ice-shelf melting have a further, indirect impact on the Southern Ocean overturning circulation through the action of increased sea ice formation, which also cause considerable upwelling and effectively further amplifies the overturning that occurs from the buoyancy of ice-shelf meltwater directly. Importantly,
we find that this indirect impact is larger than the direct impact.

We have found that surface freshening by ice-shelf melting increases density stratification near the Antarctic coast and hence reduces vertical heat transport from the deeper ocean, trapping warmer water at depth. In some regions, this trapped heat might be expected to reach ice-shelf cavities through changes in ocean currents and/or density structure in future climate scenarios (Hellmer et al. 2012). Indeed, in some regions of Antarctica, feedbacks between ice-shelf melting and trapping of warmer waters have already been observed (Silvano et al. 2018). This more stratified ocean makes the sea surface colder, which, along with the additional freshwater, results in significant Antarctic sea ice expansion in simulations that include ice shelf melt fluxes. In addition, we have also found that air temperature has decreased in the ISM simulation compared to the Ctrl simulation, which may be directly related to sea ice expansion. As air temperatures decrease, the sea ice is likely to increase even further in a feedback. Our model configuration does not allow us to investigate the trends of Antarctic sea ice but rather the mean state of sea ice expansion and circulation, with subsequent indirect thermodynamic effects on the sea ice system ( Hunke and Comeau 2011; Stern et al. 2016; Merino et al. 2016). Future work to address these effects should include a
comprehensive analysis considering the impacts of both melting from ice shelves and calved icebergs.
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